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What is AI
• Artificial Intelligence (AI) is a broad collection of techniques and 

algorithms developed to solve specific problems.
•  The history of AI is long and tumultuous, marked by periods of rapid 

advancement as well as times when progress stalled almost 
completely. 
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• Most important “AI” related events (credits digitalwellbeing.org):
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What is AI(now)
• Now, AI is capable of performing a wide range of tasks—from simple 

ones like predicting weather patterns, to more complex activities 
such as image recognition and powering personal assistants. The 
field of AI is evolving rapidly, growing at a pace no one could have 
anticipated.
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• “AI” represented as an 
onion of different 
algorithms and 
techniques ->
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Goals 
• The goal of this course is to familiarize participants with the AI field 

and guide them through the process of training a personal AI model 
to solve a specific task.

• We will also investigate some practical examples.
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How to train Your Personal AI Assistant 
• The process of “training” an AI model is usually done in 3 steps.
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Training
The training process that will 

generate the model.

Data 
preprocessing

Collecting, processing and 
other data related operations.

Testing and 
validation
Testing the capabilities of the 
model for flaws.
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Step I:
Data preprocessing
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How to train Your Personal AI Assistant(I) 
• The “Data preprocessing” step is the 

first stage in the machine learning 
workflow. It involves creating or 
collecting relevant data that the AI 
model will train on. 
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How to train Your Personal AI Assistant(I) 
• During this phase, specific data processing tasks are essential, such 

as cleaning the data, handling missing values, normalizing or 
standardizing features, and sometimes transforming data into 
formats suitable for the model. 

• Proper data preprocessing is critical, as the quality and structure of 
the data directly impact the performance and reliability of the AI 
model.

• This is the step where most mistakes are made!
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How to train Your Personal AI Assistant(I) 
When searching for data to train your AI model, two main concerns 
often arise: privacy and cost.
Many of the best sources of data are hidden behind paywalls, or are 
simply proprietary assets of other companies.

But… what about open source datasets? 

How to train Your Personal AI 
Assistant



How to train Your Personal AI Assistant(I) 
• There are a number of open-source datasets hosted on sites like 

HuggingFace or Kaggle.
• These datasets range from useless, to mildly interesting (such as a 

“Zara sales analysis” or “English Premier League - Player Stats - 
24/25” :) ), to even game-changing, depending on what we want our 
AI to accomplish.
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How to train Your Personal AI 
Assistant

● A typical search for a specific 
dataset involves looking for 
relevant keywords and/or 
intended uses.

● However, you might also need 
to look for specific scientific 
papers. In many cases, the data 
published in peer-reviewed 
journals is made openly 
available after the article is 
published.



How to train Your Personal AI Assistant(I) 
• A common way to improve an AI model is to create a training dataset by 

merging two or more open-source datasets.

• By combining different sources, you can expose your model to a wider 
variety of data, increasing its robustness and ability to perform well even in 
unexpected edge cases *.

*There might be some drawbacks if the merging isn’t done carefully, which we will 
discuss in the “Testing and Validation” phase.
For example, improper merging can lead to issues such as overfitting, where the 
model learns patterns that do not generalize well to new, unseen data.
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How to train Your Personal AI Assistant(I) 
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How to train Your Personal AI Assistant(I) 
But what if there are no open source datasets? Then what?
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How to train Your Personal AI Assistant(I) 
If you can't find any open-source datasets, there are generally two 
alternatives:
1. You can purchase data from a data broker, which can be 

expensive but provides instant access; 
2. You can collect and curate your own dataset, which is often 

time-consuming but gives you full control over data quality and 
relevance.
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Step II:
Training
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How to train Your Personal AI Assistant(II) 
• The “Training” step is often the most straightforward one. At this 

stage, we use the dataset we have collected to feed a training 
algorithm, which adjusts the model’s parameters in order to learn 
useful patterns from the data.
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How to train Your Personal AI Assistant(II) 
• This step involves writing some code (usually in Python) and running 

it either on our local machine or in the cloud.
• Without going into much detail about how AI works, this is the stage 

where we train the “intelligent” part of the artificial “brain” (similar to 
training the “neurons” in a human brain).
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How to train Your Personal AI Assistant(II) 
• The “training” step focuses on adjusting the weights and biases 

between the nodes in the network.
• An AI model (specifically, a machine learning or neural network 

model) consists of interconnected nodes, each with associated 
values that are updated during training.
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Introduction to Deep Learning

https://www.codemag.com/Article/2003071/Introduction-to-Deep-Learning
https://www.codemag.com/Article/2003071/Introduction-to-Deep-Learning


How to train Your Personal AI Assistant(II) 
• Usually, the dataset is split into three parts: “training”, “validation”, 

and “testing”.
• This allows us to properly evaluate our model by measuring how well 

it performs on data it hasn’t seen during training.
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How to train Your Personal AI Assistant(II) 
• For a lone developer, a common way to train a model is by using 

Google Colab.
• You need to create a .ipynb file (which is a combination of Python 

code and documentation, and can be executed step by step).
• The code will then run in the cloud.
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How to train Your Personal AI Assistant(II) 
• This is an example of a running training process. Depending on the size of the 

dataset, training can take anywhere from a few minutes to several hours.
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<- Gesture recognition 
task guide example 
from ai.google.dev

https://ai.google.dev/edge/mediapipe/solutions/customization/gesture_recognizer


How to train Your Personal AI Assistant(II) 
• For large datasets—such 

as those used for 
enterprise or 
production-ready 
models—cloud-based 
training can be quite 
expensive, and training 
locally may be a more 
cost-effective solution.

How to train Your Personal AI 
Assistant

NVIDIA Volta, a special architecture for 
training deep learning models.



Step III:
Testing and validation
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How to train Your Personal AI Assistant(III) 
• The “Testing and Validation” step is where we analyze how well our 

trained model performs.
• There are several ways to measure its performance, but the most 

important metrics are accuracy, precision, recall, and F1-score.
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How to train Your Personal AI Assistant(III) 
• Accuracy: The percentage of all predictions that the model got 

correct.
• Precision: Of all the items the model identified as positive, how many 

actually are positive. (It measures how many selected items are 
relevant.)

• Recall: Of all the actual positive items, how many did the model 
identify as positive. (It measures how many relevant items are 
selected.)

• F1-score: The harmonic mean of precision and recall. It provides a 
balance between precision and recall, especially useful when you 
need to balance both.
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How to train Your Personal AI Assistant(III) 
• After analyzing these metrics, the next step is the manual testing 

phase.
• At this stage, we might be pleased with the results and consider the 

training process a success. 🙂
• But more often than not, we find that the model is… lacking. The 

most common problems are:
1) Underfitting
2) Overfitting
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How to train Your Personal AI Assistant(III) 
1) Underfitting: The model is too simple and fails to capture the 
underlying patterns in the data.
Possible solutions: 

• Use a more complex model (e.g., add more layers or nodes to a 
neural network).

• Increase the duration or number of training epochs(how many 
times the model “trained” on the data).

• Provide more or better quality data. <-usually the culprit :(
• Reduce regularization or avoid techniques that artificially 

reduce the amount of training data.
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How to train Your Personal AI Assistant(III) 
What is Data Augmentation? A technique used to artificially expand 
your dataset by transforming existing examples — improving 
generalization and reducing overfitting.
•📝 For Text:

• Synonym replacement
• Back-translation
• Prompt rewording
• Sentence shuffling

•🖼 For Images:
• Rotation & flipping
• Cropping & zoom
• Brightness/contrast changes
• Noise or blur injection
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How to train Your Personal AI Assistant(III) 
2) Overfitting: The model performs well on training data but poorly on 
new, unseen data because it has “memorized” the training examples, 
including noise.
Possible solutions: 

• Use a simpler model with fewer parameters.
• Use regularization techniques (like dropout, L1/L2 

regularization).
• Gather more data to help the model generalize better.
• Perform early stopping during training (stop training when 

validation performance stops improving).
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How to train Your Personal AI Assistant(III) 
• Once you have identified the problem, apply the appropriate 

solution and repeat steps I and II.
• After a few iterations, you will have an efficient AI model tailored to 

your task.

Well done! 🙂
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How to train Your Personal AI Assistant 
But…what about the costs?

- To fully train a good working model from scratch it could cost “tens 
of thousands to hundreds of millions of dollars” (based on 
estimates made by epoch.ai)

- Think about the data licensing costs, computing costs and other 
such expenses…
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Solution:
Fine-tuning
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What is fine-tuning? 
Fine-tuning is the process of adapting a pre-trained AI model to a 
specific task.
Instead of training a model from scratch, we use an existing one as a 
foundation.
This drastically reduces:

● 🕒 Time
● 💻 Compute power
● 💸 Cost
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Why Fine-Tuning Instead of Full Training?
● Pre-trained models already understand language patterns and 

general knowledge.
● You only need a small amount of task-specific data to guide 

them.
● Ideal when:

○ You have limited data or resources.
○ You want to focus on a niche domain (e.g. legal, medical, 

banking).
○ You need fast iteration and deployment.

"Pretraining costs millions. Fine-tuning costs hundreds."
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OpenAI Fine-Tuning
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- Example for 
Fine-Tuning using 
OpenAI API



Fine-Tuning on LLMs (Large Language Models) 
Fine-tuning an LLM means adapting a 
general-purpose language model (e.g., 
GPT, LLaMA, Falcon) to a specific domain 
or task using a smaller, specialized 
dataset.

Why do it?

• Makes the model more accurate and 
relevant to your use case (e.g., 
banking, legal, medical).

• Reduces the need for prompt 
engineering.

• Achieves better performance with 
fewer inputs.
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Fine-Tuning on LLMs (Large Language Models) 

Resources:
https://cookbook.openai.com/examples/how_to_fin
etune_chat_models
https://www.datacamp.com/tutorial/fine-tuning-lar
ge-language-models
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https://cookbook.openai.com/examples/how_to_finetune_chat_models
https://www.datacamp.com/tutorial/fine-tuning-large-language-models
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Recap… 
• The three main steps in training an AI model are: collecting and 

preprocessing data, selecting and configuring the model 
architecture, and iteratively training and evaluating the model for 
optimization.

• Common pitfalls include using insufficient or low-quality data, 
overfitting the model, and neglecting proper validation and testing 
processes.

• Fine-tuning involves adapting a pre-trained model to a specific task 
with less data and resources, while training from scratch requires 
building and training a model entirely with new data.

• Useful resources for training AI models include open-source 
datasets, tutorials, online courses, and extensive documentation 
found on platforms like TensorFlow, PyTorch, Hugging Face, and 
academic repositories.
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THANK YOU!
Any questions?

Razvan Tudosie
razvan_tudosie@sync.ro
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